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Abstract. We show how Item Response Theory (IRT) can be used to define a new type of rating system, one that is especially suitable for programming competitions (and other types of competitions where difficulty of competitions varies between rounds). We show some useful theoretical properties of this rating system, including the ability to argue about hardness of past competition tasks, and about the precision of contestants’ skill estimates. We also define an objective method of comparing different rating systems. In the final section of the paper we apply our methods on real competition data.
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1. Overview

In this section we provide an overview of topics relevant to this article:
– research of scoring and ranking in programming competitions,
– research in the area of rating systems,
– Item Response Theory.

1.1. Programming Competitions

For a few years the International Olympiad in Informatics (IOI) community is concerned about the accuracy of the testing, scoring and ranking process. Several publications that research various aspects of this problem include (Cormack, 2006; Cormack et al., 2006; Forišek, 2004; Forišek, 2006; Opmanis, 2006; Van Leeuwen, 2005; Verhoeff, 2006; Yakovenko, 2006).

A publication particularly relevant to the topic of this paper is (Kemkes et al., 2006) where Kemkes et al. use Item Response Theory to analyze scoring used at IOI 2005, and in particular the impact of the proportion of “easy” and “hard” test cases on the relevancy of the competition results. Based on the results of the analysis, new scoring methods with better discrimination are suggested.

(We would like to note that similar research has recently been conducted for other competitions as well, for example see (Gleason, 2008) for an analysis of two mathematical competitions.)
However, we would like to note that while these publications use IRT only passively, as a tool for analysis of tasks only. In parts of this paper, we will use IRT as an active tool – not only to rate tasks and participants, but also to make estimates and predictions.

1.2. Rating Systems

The idea of a rating system has been studied for several decades. Competitiveness is a part of our human nature, and when there is competition, there is the need to rate and/or rank the competitors. Also, the need for rating is often encountered in educational systems, and many other areas.

In this context, rating means assigning a vector of properties to each subject (i.e., contestant), and ranking means arranging the subjects into a linear order according to some set of criteria. Usually, ranking is the goal, and rating represents possible means to achieve this goal.

The first rating systems were reward-based: A good performance was rewarded by granting the subject rating points. The main advantage of these rating systems was their simplicity. Due to this reason, such rating systems are still used in many popular sports, such as tennis and Formula 1.

These systems are usually designed so that their discrimination ability is highest among the top subjects, and rapidly decreases as the skill of the subjects decreases. Moreover, the reward values are usually designed ad-hoc, and the rating systems usually have little to no scientific validity.

One of the first areas to adopt a more scientific-based rating (and thus ranking) system was chess. The United States Chess Federation (USCF) was founded in 1939. Initially, USCF used the Harkness rating system (Harkness, 1967). This was a reward-based system determined by a table that listed the reward size as a simple function of the difference between the players’ current ratings.

After discovering many inaccuracies caused by this system, a new system with a more solid statistical basis was designed by Arpád Elo, and first implemented in 1960. For details of this rating system see (Elo, 1978).

The Elo rating system was based on the following set of assumptions:

- The performance of a player in a game is a normally distributed random variable.
- For a fixed player, the mean value of his performance remains constant (or varies negligibly slowly).
- All players’ performances have the same standard deviation.

The importance of the Elo model lies in bringing in the statistical approach. Even though subsequent research showed that each of these assumptions was flawed, and accordingly changes to the rating system were made, the currently used rating system in chess is still called the Elo rating system in Arpád Elo’s honor.

An excellent overview of various rating systems in chess can be found in (Glickman, 1995). For a discussion of some problems of the currently used rating system, see (Sonas, 2002).

The next important step in the history of rating systems was the Glicko system (Glickman, 1999) that, in addition to calculating ratings, calculated also the rating deviation for
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each of the players – a value that measures the accuracy of the given player’s rating. This system was later amended into the Glicko-2 system (Example of the Glicko-2 system) that also computed the rating volatility – a value that measures how consistent a player’s performances are. Glickman’s rating systems were designed to handle situations where each event is a comparison of a pair of subjects.

In recent years, Glickman’s models were generalized to handle situations when events involve more than two subjects. Notable advances in this direction include Microsoft’s recently published TrueSkill™ ranking system (Herbrich and Graepel, 2006; Herbrich et al., 2007; Dangauthier et al., 2008a), and TopCoder’s rating algorithm (TopCoder Inc., 2008).

All these rating systems are incremental: given the previous estimates and new results, they compute a new set of estimates using Bayesian inference. Hence they are usually called Bayesian rating systems.

1.3. Item Response Theory

In practice we often encounter a situation when a variable we might be interested in cannot be measured directly. For example, this situation is often encountered in psychometrics, when trying to measure aspects such as knowledge, abilities, attitudes, and personality traits.

The key approach to these situations is to model the measured attribute as a hidden, latent variable. In contrast to visible attributes, such as height and weight, these latent variables can not be observed or determined by direct measurement. However, these variables can be estimated from the results of appropriate tests.

The first and to date most common approach is currently known as the Classical test theory (CTT). As a gross oversimplification, we may state that in the CTT the test is scored, and the subject’s score is used to estimate the latent ability. The main goal of CTT is to construct the tests in such a way that the reliability and validity of the test are maximized.

In recent years, CTT has been superseded by a more sophisticated approach, the Item Response Theory (IRT). The main difference is that IRT models include not only the latent variables we try to measure, but also item parameters (such as difficulty of a question in an IQ test). In general, IRT brings a greater flexibility and provides more sophisticated information than CTT did.

IRT is ideally suited for our setting, as in programming competitions the tasks indeed have various difficulty. We are interested both in determining the item parameters (i.e., discuss task difficulty) and in using this additional information to make better estimates of the contestants’ abilities.

In this section we give an overview of the areas of IRT that are relevant to our article. For a more general overview of the areas related to IRT, we strongly recommend (Partchev, 2004). A reader interested in a deeper background in IRT is advised to pursue this topic further in the excellent monography (Baker and Kim, 2004).
The 2-Parameter Logistic Model
First of all, we will assume that the latent ability we are interested in (e.g., the ability to solve programming competition tasks) is a scalar, i.e., that it can be described by a single real number. For each contestant \( c \), we will denote their ability score as \( \theta(c) \), or just \( \theta \) if \( c \) is fixed.

As stated above, in IRT we take into consideration the individual test items. More precisely, we assume that each item comes with an inherent *item characteristic function*. This is a function that maps the subject’s ability score \( \theta \) to the probability that the subject answers the given item correctly.

We model programming tasks using the 2-parameter logistic model (2PL model). In this model, each item is described by two parameters: its difficulty \( b \) and its discrimination \( a \). The item characteristic function in this model is given in (1).

\[
Pr(\theta, a, b) = \frac{1}{1 + e^{-a(\theta - b)}}.
\] (1)

Estimating Parameters
One of the most common methods how to estimate the unknown parameters (be it task parameters, subjects’ abilities or both) is the maximum likelihood method.

Let \( X \) be a random variable \( X \) with a parametrized probability distribution function \( f_y \). We measured the random variable \( X \) and got the result \( x \). The likelihood \( L(y, x) \) of a given parameter value \( y \) is defined as the conditional probability \( Pr[X = x|y] \). (Note that this is not the probability of \( y \) being the true parameter.) Our estimate of the unknown parameters will be the estimate for which the likelihood function is maximized.

For example, consider the case where a subject was given \( n \) tasks. For each of these tasks we know its 2PL parameters \( a_i \) and \( b_i \). We also know whether the subject solved each of the tasks. Formally, let \( s_i = 1 \) if the \( i \)th task was solved correctly, \( s_i = 0 \) otherwise. The values \( s_i \) are usually called the *response pattern*. Then the likelihood function of an ability estimate \( \theta \) is the function:

\[
L(\theta) = \prod_{i=1}^{n} Pr(\theta, a_i, b_i)^{s_i} \cdot (1 - Pr(\theta, a_i, b_i))^{1-s_i}.
\] (2)

Fisher Information and Error of Measurement
Whenever we observe a random variable, this observation gives us information that we can use to make a better estimate of the hidden parameters. This statistical version of information was first formalized by Sir Robert Fisher.

Intuitively, we can define information as the reciprocal of the precision with which the parameter could be estimated. Formally, let \( X \) be a random variable such that its probability distribution depends on a parameter \( \theta \). Let \( L(\theta, x) \) be the likelihood function. Then the *score* \( V \) is the partial derivative with respect to \( \theta \) of the natural logarithm of the likelihood function, and then the *Fisher information* is the expected variance of the score – or equivalently (as the expectation of the score is always zero) Fisher information is the expectation of the square of the score. Informally, this definition corresponds to the steepness of the log-likelihood function in the vicinity of its maximum.
In the 2PL model, it can be computed that the Fisher information function of a single item with parameters $a, b$ can be simplified to:

$$I(\theta) = a^2 Pr(\theta, a, b)(1 - Pr(\theta, a, b)).$$  

(3)

Given an ability estimate $\hat{\theta}$, the variance of this estimate can be estimated as the reciprocal of the test information function at that point:

$$Var(\hat{\theta}) = \frac{1}{I(\hat{\theta})}.$$  

(4)

The standard error of measurement (SEM) is defined as the square root of the variance

$$SEM(\hat{\theta}) = \sqrt{\frac{1}{I(\hat{\theta})}}.$$  

(5)

In the case of the 2PL logistic model, we get

$$SEM(\hat{\theta}) = \sqrt{\frac{1}{\sum_{i=1}^{n} a_i^2 Pr(\theta, a_i, b_i)(1 - Pr(\theta, a_i, b_i))}}.$$  

(6)

2. Towards an IRT-Based Rating System

In this section we present our work directed towards designing an IRT-based rating system. First, we describe the setting for which we want to construct the system – in other words, the assumptions we make. These assumptions do hold for common programming competitions. We then discuss some properties any IRT-based rating system must have, and finally provide a brief description of our proof-of-concept implementation.

2.1. Assumptions

Our rating system is designed for competitions that consist of multiple rounds, each round consists of multiple items, and various items can have various degrees of difficulty.

We assume that the ability that determines the success in solving the items is a scalar.

Additionally, we assume that the setting is not antagonistic (contestants do not directly influence the performance of other contestants), and that there is no guessing – in other words, as ability decreases, the probability of solving a task converges to zero.

For the part of our research that is presented in this paper, we also assume that the abilities of subjects are invariant in time.

2.2. Necessary Properties of IRT-Based Rating Systems

The basic idea behind using IRT in a rating system is simple – the ability estimates and the task parameter estimates will be computed at the same time, as the maximum likelihood estimate given the observed response patterns.
However, the situation is not so easy in practice. We will now show that we need to enforce at least two additional restrictions.

The first issue is the symmetry of the item characteristic function. If we multiply all estimates (both for the abilities and for the task parameters) by $-1$, the likelihood of the estimate will not change. We need to break this symmetry somehow, and enforce that the positive direction represents higher ability level / task difficulty.

The second issue that needs to be addressed is the actual existence of the maximum likelihood estimate.

Consider the following simple example: Let $C = \{c_1, \ldots, c_{n+1}\}$ be the set of contestants in a round, and let $T = \{t_1, \ldots, t_n\}$ be a set of tasks in the round. Say $s_{i,j} = [i > j]$, i.e., contestant $i$ solved all tasks $j$ for which $i > j$.

There is a clearly defined linear order on this set of contestants – for any pair of contestants, the set of tasks one of them solved is a strict superset of the set of tasks the other one solved. However, it can easily be proved that the maxima of the likelihood function are of the following form: For any integer $x$ we can set $\theta(c_y) = -\infty$ for $y \leq x$ and $\theta(c_y) = \infty$ otherwise, set all $a(t_y) = 1$, set $b(t_y) = -\infty$ for $y < x$, $b(t_y) = \infty$ for $y > x$ and set $b(t_x)$ arbitrarily. This completely fails to reflect the linear order.

There is only one solution to both of these issues – we need to restrict the estimates to bounded intervals. Note that we are free to pick the exact bounds, as we are not influencing the results in any way by doing so, we are just defining the scale.

In our case with the 2PL model, we opted to restrict $\theta$ and $b$ to the same interval $[-\beta, \beta]$, and to restrict $a$ to the asymmetric interval $[-\alpha/10, \alpha]$. The rationale behind the restriction to $a$ is to enforce that most tasks have positive $a$, i.e., the probability of solving the task increases with increasing ability.

(Note that in practice we can occasionally have tasks where the probability of solving the task actually slightly decreases with increasing ability. This is why we allow slightly negative values of $\alpha$. On the other hand, if we are getting many tasks with $a < 0$, this is usually a sign that the ability we are measuring has nothing to do with the results.)

For the example presented above, after we enforce the restrictions, there is just one global maximum of the likelihood function – the abilities are uniformly distributed along $[-\beta, \beta]$, task difficulty parameters $b$ are uniformly distributed between these, and all task discrimination parameters are $\alpha$. This precisely corresponds to the linear order we described above.

2.3. Implementation Details

Our proof-of-concept implementation used the values $\alpha = \beta = 10$. We compute the maximum likelihood estimate of all the parameters numerically. In order to reduce the running time, we used the observation that the parameters for each task can be estimated only from the (current estimate of the) subjects’ abilities, i.e., independently from the other tasks. Hence we implemented a bootstrapping algorithm that alternately computes a new estimate for all the subjects’ abilities and a new estimate for all the task parameters until sufficient convergence is reached.
3. Comparing Rating Systems

In situations where we have multiple rating systems, it is only natural to ask which of them is better. The word better can have multiple meanings, the most natural one (but by far not the only one) being “which of them estimates the true latent ability more precisely”. In this section we give our answer to the question: Is there an objective method how to compare rating systems?

It is obviously impossible to compare rating systems directly, as we are not able to measure the latent ability.

However, there is a natural way out. Having a model and a set of rating estimates should enable us to predict the outcome of a future rated event. The more accurate predictions we can make, the more trustworthy the pair (rating system, prediction algorithm) is.

In other words, while we can not directly compare rating systems, we can compare rating systems accompanied by prediction algorithms.

Still, the previous paragraphs leave one open question: what exactly makes a prediction more accurate? The answer is not unique. Moreover, the answer to this question is actually what we should start with in practice. In the simplest setting with two-player antagonistic matches, the focus is usually on predicting the winner. (Or, more precisely, each player’s probability of winning.)

The setting with multiple subjects allows for a much richer spectrum of possible goals. To name some: predicting a subject’s score, a subject’s placement, estimating their probability of placing among top $K$ subjects, etc.

As one possible example, we will now focus on the last goal mentioned above: given a round with $N$ known participants and an integer $K$, we want to predict the probabilities that each of them will place among the top $K$ in the round.

3.1. Predicting Success in a Bayesian Rating System

In this section we will show an algorithm to predict the probabilities of placing in the top $K$ using a Bayesian rating system. The presented algorithm is not our original work – however, it is only informally known in the public domain, we were not able to assign authorship to a particular author.

In the models used in the Bayesian rating systems the performance of each subject is modeled as a normally distributed random variable.

In this section we will assume that for each contestant $i$ the rating system computed the estimate of the mean $\mu_i$ and the variance $\sigma_i^2$ of this random variable. (This is for example the case with the TopCoder ratings, where the subject’s volatility computed by the rating system is an estimate of the standard deviation $\sigma$ of this normal variable.)

This model is great when it comes to computing the expected placement of a subject – this is simply one plus the sum of probabilities that the other subject performs better.

However, the situation is much worse when we actually need to predict the probabilities. The only known algorithm in this case is a Monte Carlo randomized simulation: We
simulate a sufficient number of rounds. For each round, we generate the actual values of all the performances, and sort them to find the top $K$ subjects.

We would like to stress several major disadvantages of this prediction algorithm:

- Its convergence is slow – obviously the number of simulation steps necessary to achieve precision $\varepsilon$ (with high probability) is at least linear in $1/\varepsilon$.
- It does not easily generalize for multiple round tournaments. It is easily seen that the time complexity necessary to predict the outcome of $d$ consecutive rounds within some fixed $\varepsilon$ precision grows exponentially with $d$.
- It can only predict relative order of the performances, not their actual values.

3.2. Predicting Success in the IRT-Based Rating System

In this section we present the algorithm we designed to predict the probabilities of placing in the top $K$ in our IRT-based rating system.

The main idea of our algorithm is that, similarly as in the previous case, we will simulate multiple rounds and take the average of the results.

First, we will start by generating the task parameters for the round. (In practice, the best way to do this is by randomly sampling a pool of known past tasks.) Given the set of tasks, we will use binary search to find the correct estimate for the threshold, i.e., the expected number of solved tasks needed to be in the top $K$.

Given some threshold, we can, for each of the subjects, compute the probability of solving at least that many tasks. The sum of these probabilities gives us the expected number of people that will cross this threshold. If this number is less than $K$, we need to lower the threshold, otherwise we need to raise it.

The needed subproblem (given a subject, a set of tasks and a threshold, compute the probability of reaching it) can be solved using dynamic programming – for each $x$ and $y$, we compute the probability of solving exactly $y$ out of the first $x$ tasks.

Some of the advantages of this approach.

- Much faster convergence in practice – if we know the approximate task parameters beforehand, already the first round will give us a reasonable approximation of the answer.
- The approach generalizes to multiple round tournaments nicely.
- We can predict absolute performances. This can be useful e.g. to predict the number of contestants that will not be able to solve any tasks.

3.3. Using the Standard Error of Measurement

At this point we would like to make one technical note.

For Bayesian rating systems handling newcomers poses a significant challenge. The existing rating systems usually use some kind of a provisional ad-hoc approach. For example, the TopCoder rating system assigns newcomers a slightly above-average rating of 1200, and the rating change formulas are set so that they enable large rating changes for the first few rounds.
The prediction algorithm as described above uses the ability estimates as the exact truth in order to make the predictions. A much better way is to also use the standard error of measurement that is provided by our chosen model. In this way, we can, for example, solve the newcomer problem in a clean and systematic way – for any newcomer, the number of attempted tasks is small, hence the information function returns a small value, hence the standard error of measurement will be high.

The prediction algorithm presented in 3.2 can be modified to include this information. Given a contestant \( c \) and a task \( t \), we will compute the probability that \( c \) solves \( t \) using the assumption that \( c \)'s actual ability is a normally distributed random variable with mean equal to our rating estimate, and standard deviation equal to the computed standard error of measurement. In this case, the predicted number of tasks \( c \) solves out of a set \( T \) of tasks can be expressed as

\[
PNT(c, T) = \frac{1}{\text{SEM}(c)\sqrt{2\pi}} \sum_{t \in T} \int_{-\infty}^{\infty} \exp\left( \frac{-(x - \theta(c))^2}{2\text{SEM}(c)^2} \right) \frac{1}{1 + e^{-a(x-b)}} \, dx. \tag{7}\]

**Evaluating the Predictions**

Suppose that we predicted the vector of probabilities \( (p_1, \ldots, p_N) \), and the actual outcome is \( (s_1, \ldots, s_N) \), where \( s_i = 1 \) if contestant \( i \) placed \( K \)th or better, and \( s_i = 0 \) otherwise. How to measure how good the prediction was?

Our definition will be based on the following experiment: Imagine that we, in a sequence, throw \( N \) biased coins, where coin \( i \) will fall heads with probability \( p_i \). In this experiment, we can easily compute the probability of getting the outcome \( (s_1, \ldots, s_N) \): it is \( \prod_{i=1}^{N} p_i^{s_i}(1 - p_i)^{1 - s_i} \).

Equivalently, this formula can be seen as the likelihood that the actual probabilities before the round were \( (p_1, \ldots, p_N) \), given that the outcome was \( (s_1, \ldots, s_N) \). And this is almost exactly how we’ll define the quality of the prediction.

For computational reasons, we prefer to use the log-likelihood function in our definition instead. Given the results \( (s_1, \ldots, s_N) \), we define the quality of a prediction \( (p_1, \ldots, p_N) \) as

\[
Q(p_1, \ldots, p_N) = \sum_{i=1}^{N} s_i \log p_i + \sum_{i=1}^{N} (1 - s_i) \log(1 - p_i). \tag{8}\]

**4. Evaluation on Real Life Data**

**Data Sets Used for Analysis**

We tested our ideas on two separate data sets. One data set we used included 88 tasks used in two years of Slovak national programming competitions, and the scores of over 300 contestants solving them. All of these tasks used partial scoring on the scale 0 to 10, with any correct solution scoring at least 4, and any efficient solution scoring at least 7 points.
Our basic model was adapted to this setting as follows: For each task, we have three items. For each contestant, the first of these is set as solved iff she scored at least 3 points, the second iff she scored at least 6 points, and the third item is considered solved iff she scored at least 9 points.

The second data set included 560 tasks used in TopCoder competitions between 2006-05-09 and 2008-02-16, inclusive, and the performances of over 12,000 contestants on these tasks.

Sanity Check

We used our proof-of-concept implementation of the rating system described in Section 2.3 to estimate the ratings of the contestants and the task parameters for the tasks in the first data set. A natural sanity check at this point is to examine whether the computed estimates give us a sufficient approximation of the real data. This check was performed as follows:

We divided the ability range into 30 equally large buckets. For each task, we divided the contestants that attempted to solve it into these buckets, based on their ability estimate \( \theta \). For each bucket \( i \) we now computed two values: The actual total score \( x_i \) its contestants achieved, and their expected total score \( y_i \). The value \( x_i \) is simply computed by summing the corresponding input data, while \( y_i \) is computed based on the estimated parameters of the given task and on their individual ability estimates. Note that under ideal conditions the values \( x_i \) and \( y_i \) would be identical for all \( i \), meaning that our model matches the original data perfectly.

Once we computed all \( x_i \) and \( y_i \), we proceeded to compute the weighted correlation coefficient of the vectors \( (x_i) \) and \( (y_i) \), where the weight of each element was the number of contestants \( c_i \) in the corresponding bucket \( i \).

A summary of the resulting correlation coefficients is tabulated in Table 1. We see that for 64 out of 88 tasks (\( \sim 73\% \)) the correlation coefficient exceeds 0.9, and for half of these even exceeds 0.98, which is excellent. The three most significant outliers occurred in 2007/08, and all three were difficult tasks that only 10 contestants attempted to solve, and almost nobody did.

<table>
<thead>
<tr>
<th>( \rho ) range</th>
<th>year 2006/07</th>
<th>year 2007/08</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.99, 1.00)</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>[0.98, 0.99)</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>[0.95, 0.98)</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>[0.90, 0.95)</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>[0.75, 0.90)</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>[0.00, 0.75)</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>[−1.00, 0.00)</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
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Fig. 1. Solving times for PalindromeDecoding match the lognormal distribution at 99% confidence level. Sample size \( N = 772 \).

Fig. 2. Solving times for Caketown match the lognormal distribution at 98% confidence level. Smaller sample size \( N = 100 \).

Solving Time

After we processed the data from the TopCoder competition using our IRT-based rating system, we managed to discover that the random variable giving the solving time for a particular task usually has a log-normal distribution.

To verify this, we used the Jarque-Bera normality test (Bera and Jarque, 1980), on natural logarithms of solving times. Out of the 560 tasks in our data set, for 71 the sample size was obviously too small (at most 5 contestants successfully solved the task).

Out of the remaining 489 tasks, for 221 the null hypothesis can be accepted at 99% confidence level, and for another 163 it can be accepted at 98% confidence level.

We verified the remaining 105 tasks by hand, and discovered that the main reasons for rejecting the lognormality hypothesis were mostly either small sample sizes, or it were too easy tasks where most of the solving times come from a narrow interval. Even for these cases the most probable lognormal distribution provides a reasonable approximation.

Furthermore, we note that for many (but sadly, by far not for all) tasks there is a significant correlation between the logarithm of the solving time and the ability estimate made by our rating system. Plots of the dependency for four random tasks are shown in Fig. 4.
Fig. 3. Solving times for RussianSpeedLimits do not match the lognormal distribution at 98% confidence level. Sample size $N = 577$. Lognormal distribution still offers a reasonable approximation.

Fig. 4. Correlation between abilities and log solving times – and least squares linear approximation thereof – for four tasks.

**Predicting Advancement in the TopCoder Open 2008**

We adapted our prediction algorithm to the TopCoder setting – by estimating the solving time using the observations presented above, we were able to compute the probability of exceeding a given score threshold. (We did ignore the challenge phase, and only computed the expected score of solving the three given tasks.)

Using this algorithm, we predicted the advancement probabilities for the first two online rounds of the TopCoder Open 2008. For the first round, the prediction given by our algorithm was slightly better than the one given by the TopCoder’s own ratings and the Monte Carlo prediction algorithm ($-812.26$ vs. $-818.85$). For the second round the
Monte Carlo method gave a slightly better prediction ($-372.04$ vs. $-394.68$).\(^1\) Hence already our simplest IRT-based rating system was able to produce results comparable to the ones given by the existing rating system.

Additionally, our superior model allowed us to compute predictions that were not possible in the previously used model. Specifically, the tournament has a rule that one has to have a positive score in order to advance. Our prediction algorithm computed that in the first round the expected number of contestants with a positive score is 872.994, which is less than the 900 advancer spots. This is almost exactly what actually happened – the actual number of advancers was 864. For the second round the algorithm correctly predicted that all 300 advancer spots will be taken.

5. Conclusion

In this paper we presented an overview of our research in the area of rating algorithms. We describe a new type of a rating system we developed using Item Response Theory, define a formal way how to compare rating systems, and use it to compare our rating system (adapted to a slightly different setting) to an existing Bayesian rating system.

Our rating system is more general than the existing models, in that it allows us to make predictions that were not possible in the existing models. Additionally, we believe that in settings with different tasks (such as programming competitions) an advanced version of the rating system will be able to use this additional information to give significantly better predictions than the existing Bayesian rating systems.

This is a new and promising area of research with many possible practical applications. Some points that surely deserve more attention include:

- a detailed analysis of the numerical aspects of the rating system (discussing convergence and its rate);
- evaluation of this approach on data from other areas, such as sports;
- modifying our approach to address settings in which abilities change over time;
- using the computed data to argue about hardness of past competitions.
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